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Abstract.

This paper surveys the use of Spreading Activation techniques on Semantic Networks in
Associative Information Retrieval. The major Spreading Activation models are presented and
their applicationsto IR is surveyed. A number of worksin this area are critically analyzedin
order to study the relevance of Spreading Activation for associative IR.
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1. Introduction

This paper reviews the applications of Spreading Activation (SA) techniques
on Semantic Networksin a very active research area: Information Retrieval
(IR). The genera motivation of this paper springs from past work in asso-
ciative retrieval. The idea behind this form of information retrieval is that
it is possible to retrieve relevant information by retrieving information that
is “associated” with some information the user aready retrieved and that is
know it to be relevant. The associations between information can either be
static and already existing at the time of the query session or dynamic and
determined at runtime. In thefirst case, associationsamong informationitems
(document or parts of documents, extracted terms, index terms, concepts, etc.)
are created before the query session, and they make use of semantic relation-
ships between these items, such as for example thesaurus-like relationships
among index terms, bibliographic citations among documents, or statistical
similarity among documents or terms. In the last case, instead, the system
determines associations between information items through interaction with
the user, for example by retrieving documents that are similar to documents
the user pointsout to be relevant (this particular techniqueiscalled “relevance
feedback”, as it it will explained in Section 2). Both these techniques have
been explored for quite sometime by the IR community and there are various
examples of working systems using them. In this paper we will concentrate
on the first technique, which is the one most commonly called Associative
Retrieval.

In Associative Retrieval associations among information items are often
represented as a network, where information items are represented by nodes
and associations by links connecting nodes. The heuristic rule consisting in
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retrieving information associ ated toinformation already assessed asrelevant is
often implemented by means of atechnique called Spreading Activation. The
purpose of this paper isto describe the different typesof Spreading Activation
used in the context of associative IR, and to report on past experience in
developing and evaluating IR systems based on such technique. At present
thereisadecrease of interest in thisarea of research. Thisismainly dueto the
fact that it isvery time consuming to set up a network of associationsamong
information items when the size of the document collection is very large.
Thereisacurrent tendency in | R to experiment with larger and | arger document
collections. Many papersat thelast ACM SIGIR Conferences (e.g. (Voorhees,
1994; Fujii and Croft, 1993)) and the TREC initiative (Harman, 1993) are
evident examples of this trend. Most of the original work in associative IR
was performed with small document collections, and often the associations
among the information items were set up manually or semi-automatically.
This, of course, becomes impossible when the document collection is very
large. However, nowadays more and more computing power is becoming
available and its cost is rapidly decreasing, making it possible to set up
automatically associative networksfor large document collections. We believe
that this research area could return to be very active and that thereis alot to
be learned from past experience. This survey paper tries to report about this
past experience in acomplete and critical way.

Another more persona motivation for the paper is related to the author’s
most recent research which brought him to develop a conceptual model for
Associative IR (Crestani and van Rijsbergen, 1993). The model is based on
athree levels network structure, and it is general enough to enable the mod-
eling of any IR application. The model aso enables the representation and
use of application domain knowledge which could be used for the adaptation
of the original user’s query to the specific requirements of the application
domain. The conceptua model can be implemented using various forms of
network processing and three associative processing paradigms were consid-
ered: Spreading Activation on a Semantic Network, Neural Networks, and
Inference Networks. With the intention of surveying and studying what has
aready been done in IR using these processing paradigms, this paper focus
on Spreading Activation, reviewing this processing paradigm and surveying
its applicationsto associative IR. Thisis part of the author’s research activity
ongoing at the Computing Science Department of the University of Glas-
gow. The main aim of the research is to develop a prototype of a interactive
IR system based on a network representation structure, which makes use of
application domain knowledge acquired by interactions with users. The SA
processing framework and some of its applicationsto IR are analysed in this
paper with this purposein mind.

The paper isstructured asfollows: Section 2 briefly explain the R problem
and what has been done so far to solveit, Section 3 explain what a Semantic
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Network is, and Section 4 describesthe Spreading Activationtechniqueand its
variants, which isthe most commonly used processing paradigm of Semantic
Networks. The core of the paper liesin Section 5 that reports on a number of
past experiences in using Spreading Activation in associative IR.

2. Thelnformation Retrieval problem

Information Retrieval (for agood overview see (van Rijsbergen, 1979; Salton,
1989; Frakes and Baeza-Yates, 1992)) isasciencethat aimsto storeand allow
fast access to a large amount of information. This information can be of
any kind: textual, visua, or auditory. An Information Retrieval System (IRS)
is a computing tool which stores this information to be retrieved for future
use. Most actual IR systems store and enable the retrieval of only textual
information or documents. To give a clue to the size of the task, it must be
noticed that often the coll ections of documentsan IRS hasto deal with contain
several thousands or even millions of documents.

A user accessesthe RS by submitting aquery, the IRS then triesto retrieve
all documents that “satisfy” the query. As opposed to database systems, and
IRS does not provide an exact answer but produce a ranking of documents
that appear to contain some relevant information. Queries and documents
are usualy expressed in natura language and to be processed by the IRS
they are passed through a query and a document processors which breaks
them into their constituents words. This process is called indexing, and in
most modern IRS it is fully automatic. During indexing non-content-bearing
words (“the”, “but”, “and”, etc.) are discarded, and suffixes are removed, so
that what remains to represent query and documents are two lists of terms.
Theseterms are often weighted using some stati stical weighting schemathat is
meant to capture theimportance of aterm in representing the document or the
query informative content (for an old but still very useful survey on weighting
schema see (Robertson and Sparck Jones, 1976)). Document indexing is per-
formed off-line and document representation are stored in a “inverted file”,
that is afile that reports for each term a weighted list of documentsin which
the term appear. Query indexing is performed on-line, using the same proce-
dure of document indexing so that the query representation can be compared
using some similarity evaluation algorithms with the document representa-
tions. Good IR systems typically rank the matched documents so that those
most likely to be relevant (those with the higher similarity withthe query rep-
resentation) are presented to the user first. Some retrieved documents will be
relevant (with varying degree of relevancy) and some will, unfortunately, be
irrelevant. The user appraises those ones that he considers relevant and feeds
them through a process called Relevance Feedback (RF) which modifies the
origina query to produce anew improved query and as a conseguence a new
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Figure 1. A classical Information Retrieval system.

ranking of documents. If the IR processis interactive thiswill go on until the
user is happy of theresulting list of documents. An example of asuch an IRS
is depicted in Figurel.

In recent years big efforts have been devoted to the attempt to improve
the performance of IR systems and research has explored many different
directions trying to use with profits results achieved in other areas. An
area which attracts much attention in IR is Artificial Intelligence, so much
that a new branch of IR caled Intelligent IR (IIR) arised from these stud-
ies. A few directions of the research in IIR are reported in (Croft, 1987;
Jacobs, 1992). Among them, the use of knowledge based techniquesin IR
has received a particular attention. The aim is to use application domain
knowledgein theindexing, in the similarity evaluation, or to enrich the query
representation. This last use seems particularly promising because it would
enabl e to retrieve documents indexed with terms not present in the query but
relevant to the concepts expressed in the query. The most typical example of
use of application domain knowledge in IR is depicted in Figure 2, where
knowledge stored in a Knowledge Base is used to expand the origina query
formulation to include terms related to those originally used by the author.

Among the many formalisms that could be used to represent application
domain knowledgefor IR applications, Semantic Networks or other network
representation structure seem quite promising. The use of a network repre-
sentation structure makes this approach particularly appealing for associative
IR. The most used network knowledge representation structure is a Semantic
Network, that uses Spreading Activation as its processing paradigm. In the
following two section we will explain what a Semantic Network is and how
Spreading Activation on a Semantic Network works.
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Figure 2. An Intelligent Information Retrieval system.

3. Semantic Networks

Since their introduction by Quillian in (Quillian, 1968), Semantic Networks
have played asignificant rolein knowl edgerepresentation research. According
to Quillian definition, Semantic Networks express knowledge in terms of
concepts, their properties, and the hierarchical sub-superclass relationship
between concepts. Each concept is represented by anode and the hierarchical
relationship between concept is depicted by connecting appropriate concept
nodesvia“is-a’ or “instance-of " links(Schiel, 1989). Nodesat thelowest level
denote classes or categories of individuals while nodes at the higher levels
denotes classes or categories of individuals. Concepts get more abstract as
one moves up theis-ahierarchy. Properties are al so represented by nodes, and
the fact that a property applies to a concept is represented by connecting the
property node and the concept node viaan appropriatelabelledlink. Typicaly,
a property is attached at the highest concept in the conceptua hierarchy to
whichtheproperty applies, andif aproperty isattached toanode, itisassumed
that it appliesto all nodes that are descendants of that node. An example of a
Semantic Network is depicted in Figure 3.

Theterm Semantic Networks has been used in afar more general sensein
the knowledge representation literature than what has been described above,
and for what concerns IR, researchers have often used the term Semantic
Network to refer to an Associative Network. This is a generic network of
information items in which information items are represented by nodes, and
links express sometimes undefined and unl abel ed associ ative rel ations among
information items. In modern IR, where statistical techniques are used in the
indexing phase to associate weights to index terms, the relationships among
information itemsare sometimesweighted, so adding tothe network ameasure
of the strength of associations. In Section 5 we will report afew examples of
the kind of Associative Networksused in IR.
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Figure 3. An example of a Semantic Network.

Semantic or Associative Networks are usually processed by means of
a technique called Spreading Activation that will be explained in the next
section.

4. AssociativeRetrieval using Spreading Activation

Historically speaking, SA was not the first associative processing paradigm
to be used in IR. Studies on Associative Retrieval date as early as the 60s
and had their originsin statistical studies of associations among terms and/or
documentsin a collection. The “associative linear retrieval model” is one of
these earliest model sbased on the concept of associativeretrieval. Thismodel,
initsbasicidea(Saton, 1968), consistsof expanding the original query using
statistically determined term—term, term—document, and document—document
associations. This techniqueis based on the assumption that there exists sta-
tistically determinable rel ations among terms, among documents, and among
documents and terms. These associations can be represented in a similarity
matrix. Quantitative eval uationsof similarity between terms, for example, can
be obtained by means of statistical analysis of term co-occurrence in docu-
ments. Associ ationsbetween documents, based on a quantitativeeval uation of
their respective similarity, can be obtained evaluating similaritiesin theterms
assignments to documents or by means of citations and other bibliographic
indicators. There are many heavy assumptionson this model and more recent
studies (Preece, 1981; Salton and Buckley, 1988) have lead to the conclusion
that effective term expansion methods valid for a variety of different collec-
tions are difficult to generate. Moreover, IR systems based on this approach
have shown alack of consistent improvementsinthe effectiveness. Thisresult
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can have various motivations. First, the similarities statistically derived from
some pairs of documents, or some pairs of terms, may be valid only local-
ly in the particular “environment” (or application domain) from which they
are obtained. Second, most practical methods for computing the document
associations are based on the assumption that the terms or the documents are
originaly uncorrelated, i.e. independent of each other. Such assumptionisno
more accepted in many of the new research directions of IR.

Recently, these models of associative retrieval has been revised using the
so-called Spreading Activation Model, which is based on supposed mecha
nisms of human memory operations. Originated from psychological studies
(see for example (Rumelhart and Norman, 1983)) it was first introduced in
Computing Science in the area of Artificial Intelligenceto provide a process-
ing framework for Semantic Networks. Its use has been praised and criticised,
but it iscurrently adopted in many different areas such as: Cognitive Science,
Databases, Artificia Intelligence, Psychology, Biology, and lately to IR. The
basic SA model has, however, been subject to various enhancementsin order
to make it more suitable to various application areas and theway it isused in
IR isquite different from the original formulation in the area of psychology.

In the following three sections the SA model will be described in depth.
Section 4.1 will describethe “pure” SA model, which consistsin the sole use
of the associative nature of a network representation as a search controlling
structure. In Section 4.2 some more search controlling structureswill be added
in order to give preference to particular associations. Section 4.3 will show
how the search controlling structure can be used in a interactive way using
external feedback.

4.1. THE PURE SPREADING ACTIVATION MODEL

TheSA modd inits*pure” formisquitesimple. Itismade up of aconceptually
simple processing technique on a network data structure.

Thenetwor k data structureconsistsof nodes connected by links, as depict-
edin Figure 4. Nodesmodel aobjects or features of objects of the “real world”
to be represented. They are usually labelled with the name of the objects
they intend to represent. Links model relationships between nodes and they
can be labelled and/or weighted. The connectivity pattern reflects the rela
tionships between objects and/or features of objects of the “real world” to be
represented. A links usually has a direction, alabel, and/or aweight assigned
according to a specific direction. This representation structureis very similar
to a Semantic Network, but it ismore general than the definition of Semantic
Network given in Section 3. It could represent a Semantic Network, but also
amore generic Associative Network.

The processing technique is defined by a sequence of iterations like the
one schematically described in Figure 5. Each iterationisfollowed by another
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Figure 4. The network structure of a SA model.

iteration until halted by the user or by the triggering of some termination
condition. An iteration consists of:

1.0ne or more pul ses;

2.termination check.

Wheat distinguish the pure SA model from other more complex modelsis
the sequence of actions which composes the pulse. A pulse is made up of
three phases:

1.preadjustment;
2.Spreading;
3.postadjustment.

Inthe preadjustment and postadj ustement phases, which are optional, some
form of activation decay can be applied to the active nodes. These phases are
used to avoid retention of activation from previous pul ses, enabling to control
both activation of single nodes and the overall activation of the network.
They implement aform of “loss of interest” in nodes that are not continually
activated.

The spreading phase consistson anumber of passages of activationweaves
from one node to al other nodes connected to it. There are many ways of
spreading the activation over anetwork (for aoverview see (Preece, 1981)). In
itsmoresimpleform, onasingleunitlevel, SA consistsfirstinthecomputation
of the unit input using this formula
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Figure5. The pure SA model.

where:

I; isthetotal input of node j;

O; isthe output of unit ¢ connected to node j;

w;; iISaweight associated to the link connecting node ¢ to node ;.

Theinput and theweight areusual ly real numbers, however their numerical
typeis determined by the specific requirements of the application to be mod-
elled. In particular, they can be binary values (0 or 1), excitatory/inhibitory
values (+1 or -1), or they can be real values indicating the strength of the
relation between nodes. Usually the first two of these options are used in
connection with networks with labelled links like for examples Semantic
Networks, where the semantic value of the relation represented by the link
determines, in the context of the application, the value to be associated to the
link. Thelast optionis mainly used for Associative Networks, where thereis
only one generic type of association that need to be weighted.

After anode has computed itsinput value, its output value must be deter-
mined. The numerical type of the output of a node is also determined by the
requirements of the application. The two most used cases being the binary
active/non-active type (0 or 1) and the real valuetype. In SA modelsthereis
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linear function step function sigmoid function

Figure 6. Some commonly used activation functions.

usually no distinction between “activation” or “output” of a unit. The activa-
tion level of aunit isits output value. Thisis usually computed as a function
of theinput vaue:

0; = f(I))

Thereare many different functionsthat can be used in the evaluation of the
output, some examples are depicted in Figure 6. The most commonly used
functionin pure SA modelsisthethreshold function. It isused to determineif
thenode ; hasto be considered active or not. The application of the threshold
function to the above formulain the case of binary value units gives:

_ OI] <l€j
05 = {Hj > k;

where £; is the threshold value for unit 5. The threshold value of the
activation function is application dependent and can vary from node to node,
therefore the notation £; for the unit threshold has been used.

After the node has computed its output value, it fires it to al the nodes
connected to it, usualy sending the same vaue to each of them.

Pulse after pulse, the activation spreads over the network reaching nodes
that are far from the initially activated ones. After a determined number of
pulses has been fired a termination condition is checked. If the condition is
verified than the SA process stops, otherwise it goes on for another series
of pulses. SA is therefore iterative, consisting of a sequence of pulses and
termination checks.

The result of the SA process is the activation level of nodes reached at
termination time. The interpretation of the level of activation of each node
depends on the application and, in particular, on the characteristics of the
object being modelled by that node.

4.2. CONSTRAINED SPREADING ACTIVATION

The pure SA model, however, presents some serious drawbacks:
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—unless controlled carefully by means of the preadjustment and the postadjust-
ment phases the activation ends up spreading all over the network;

—thereisnot acompl eteuse of theinformation provided by thelabel sassociated
tothelinks, that is, thereis no use of the semantics of the associations;

—itisdifficult to implement some form of inference based on the semantics of
associations.

Theseproblems can find asol utions by taking into account in the processing
technique the diverse significance of the relations among units. This can be
achieved using the information provided by the labels on the links and by
processing linksin different ways according to their semantics. It is possible
inthisway toimplement someform of heuristics, or to spread activationonthe
network according to some inference rules. A common way of implementing
a processing technique which spreads the activation according to rules, is by
means of constraints on the spreading. Here are some constraints commonly
used in SA models:

distance constraint:the spreading of activation should cease when it reaches
nodes that are far away in terms of links covered to reach them from the
initially activated ones. This corresponds to the simple heuristic rule that
the strength of the relation between two nodes decreases with their semantic
distance. Relations can be classified according to their distance in term of
links. Relations between two nodes directly connected are called first order
rel ations. Rel ati ons between two nodes connected by meansof anintermediate
node are called second order relations, and so on. It is common to consider
only first, second and, at most, third order rel ations, however thisisapplication
dependent.

fan-out constraint:the spreading of activation should cease at nodes with
very high connectivity, or fan-out, that is at nodes connected to a very large
number of other nodes. The purpose of this constraint is to avoid a too wide
spreading which could derive from nodes with avery broad semantic meaning
and therefore connected to many other nodes.

path constraint:activation should spread using preferential paths, reflecting
applicationdependent inferencerules. Thiscan be modelled using theweights
onlinksor, if linksare labelled, diverting the activation flow to particular path
while stopping it from following other less meaningful paths.

activation constraint:using the threshold function at a single node leve, it
ispossibleto control the spreading of the activation on the network. This can
be achieved by changing the threshold value in relation to the total level of
activation over the entire network at any single pulse. Moreover, it ispossible
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to assign different threshold levels to each unit or set of units in relation
to their meaning in the context of the application. Although this may cause
a increase in the number of computations, it makes possible to implement
various complex inference rules.

Referring to Figure 5 these constraints can be seen as acting during the
preadjustment phase (thisisthe casefor distance, fan-out, and path constrai nts)
or during the postadjustment phase (mainly for activation level constraints).
Therefore they can be considered as an enhancement of the pure SA model.

Another more practical advantage deriving from the fact that the activation
does not spread over the entire network is that it permits a reduction of the
computational effort of SA, because only asmall portion of the units become
active and send activation to other units.

A very good example of the use of constrained SA in IR is reported in
(Kjeldsen and Cohen, 1987; Cohen and Kjeldsen, 1987). We will describein
more detail thismodel in Section 5.2, talking about a system called GRANT.

4.3. SPREADING ACTIVATION WITH FEEDBACK

A further enhancement of the pure SA model can be obtained by means of
feedback from an externa source. In this case, an external evaluation of the
activation level of some units or of the entire network provides some form
of constraint that would be difficult or impossible to implement in the form
of automatic rules. This external feedback can arrive from another process or
can be provided by the user of the system. The user evaluates the activation
level reached by some nodes and modify it according to his requirements.
This may result in a following spreading of activation adjusted by the user
feedback. Moreover, it is also possible to enable the user to indicate some
particular spreading path so that activation can follows directions given by
the user which can differ from those specified by path constraints. From this
point of view SA can adapt itsdlf to the specific user’s needs.

This modd is particularly useful in application where there would be too
many inference rulesto be represented in the form of constraintsand where it
is hecessary to provide an externa control by means of a user's eval uation of
theresultsachieved by the SA. In thecontext of IR, it would be possibleto use
this model with user provided relevance feedback. The use of feedback from
user can either be made in the preadjustment phase, so that the user directsthe
spreading of activation of the pulse, or in the postadjustment phase, enabling
the user to evaluate the result of the spreading and direct the following pulse
accordingly. Some examples of the use of this model are reported in the next
Section.
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5. Theuse of Spreading Activation in I nformation Retrieval

SA techniques used in IR are based on the existence of maps specifying
relations between terms or between documents, as the case may be. Nodes
correspond to terms, documents, articles, journals, subject classifications,
authors, and so forth. There is no homogeneity in the network. A node can
represent anything. Linksindicatethe association of anodewith another node,
as, for instance, an author with a document he/she wrote or a document with
adocument it cites. An example of afragment of a document collection rep-
resentation is shownin Figure 7. Specific link typesinclude term occurrence,
document publication, term assignment by indexing, document authorship,
document assignment to classification, document citation, and so forth. The
set of nodetypesand link typesis determined by the data available and by the
purpose of the application. The representation structure is therefore applica
tion specific and the same structure cannot be applied to different applications.
Some examples of differing network representationswill be shown inthefol-
lowing of this section. It is also important to note that relationships could
actually be expressed by a pairs of links. Authorship, for instance, can be
represented by both “authored by” and “isauthor of” links. Both linksin such
pairs connect the same two nodes, but their source and destination roles are
reversed. Specific processing rules may inhibit activation in either directions,
use them in different ways, or associate different weights with the different
directions.

Given such arepresentation structure the network activation starts by plac-
ing aspecified activation level at some starting node. These nodes are usually
identified by theinitial query formulation or by documents or terms retrieved
by an earlier search operation, the second option being often used in systems
with relevance feedback. The activation first reaches nodes |ocated closest to
the starting nodes, then spreads through the network using links. The activa
tion level of anodeiscomputed using one of the functions specified abovein
Section 4.1. The process ends when some termination condition is reached.
The activation level of documents at the end of the spreading processis used
to compute the relevance level of each document.

Most of the SA techniques used in IR systems differs from the pure SA
modelsin severa respects.

—the activation level of anode reached by the spreading of activation is deter-
mined by the starting activationlevel and thetype of nodesand linkstraversed
before reaching it;

—distance constraintsare usually imposed by stopping or degrading the activity
at some specified distance from the original node;
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Figure 7. An example of document collection network representation.

—nodeswith alarge branching ratio (fan-out), that is, nodes connected to many
other nodes, may receive specia treatment in the activation process in order
to avoid or boost alarge spreading of activation on the network;

—the activation process follows specified rules, that try to mimic some sort of
inference in the process of associativeretrieval.

It has been demonstrated in (Preece, 1981) that better retrieval results
can be obtained by a SA process which uses some of the above mentioned
characteristics.

Much of the effectiveness of the processis, however, crucidly dependent
on the availability of a representative network. The problem of building a
network which effectively represents the useful relations (in terms of the IR’s
aims) has always been the critical point of many of the attempts to use SA
in IR. These networks are very difficult to build, to maintain and keep up
to date. Their construction requires in depth application domain knowledge
that only experts in the application domain can provide. Furthermore, their
construction is a very expensive and time consuming process, that results
almost impossible for large collections and/or collections spanning over a
large application domain. Thisproblem, often present in applicationsof SA to
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IR, isthemainreasonfor theincreasing interest intechniquesfor automatically
build network representationsand, in particul ar, for the application of machine
learning techniquesin IR. In this paper we will not address this problem. The
application of machinelearning techniquesto IR isalarge areaof work where
very interesting resultsare being achieved, and limitationin spacedo not allow
us to even briefly report about such work. However in Section 5.7 we will
report about afew experimentsaimed at building automatically, via statistical
techniques, the necessary network representation upon which SA techniques
can be used.

A complete SA systemthat makesuse of diverselink typesand of spreading
rules with distance and fan-out constraints, has never been implemented with
ordinary document collections. Various prototypesystemsare presentedin the
IR literature but no commercial system based on a SA model actually exists.
Some of the characteristics of these prototypes will be briefly presented in
the flowing part of this section. The purpose of this review is not to report
in details about such prototypes, but only to show advantages and problems
related to the practical application of SA to IR.

5.1. THE FIRST STEPS. PREECE’'S AND SHOVAL'S WORKS

S.E. Preece’swork reportedin detailsin (Preece, 1981) can be considered one
of the first attempts to use associative search by SA in IR. In his PhD thesis,
he examined in depth the SA approach to associativeretrieval. He argued that
most of the classical approachesto IR could be explained in terms of differ-
ent SA processing techniques on a network representation of the document
collection. Thisdivision between data structure and processing technique can
be seen as afirst attempt to conceptual modelling IR applications. Combin-
ing different network data structures with different processing techniques he
showed how it is possibleto implement the Boolean model, the Vector Space
model and use various forms of weighting for associative retrieval. Moreover,
he showed how, using relevance feedback, SA can be used for automatic clas-
sification and indexing, and for concept building. It isparticularly in thesetwo
applications that the approach shows much of its potential. Certainly those
ideas come from the appearance of the first papers on Neural Networks and
it is easy to see theintention of expanding the SA paradigm in that direction.
However, the computing power Preece had the possibilityto useinthelate 70s
could not enable him to see the use of SA together with a machine learning
paradigm. Indeed, all the experiments he performed to test the model were
made using a collection of very small size, which could not be compared with
the size of collectionsin (even then) “real-world” applications. Histhesis can
be considered a good survey of earlier worksin SA. The use of a common
formalism in describing different SA techniques over a common data struc-
ture put order in many previous attempts. Moreover, from the anaysis and
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comparison of previous works many new ideas came out. Some of this ideas
have been used by other researcher much later.

A major drawback of thiswork standin the use of manually build Semantic
Networksto represent the document collection. Thisisadrawback common to
amost all the other works presented in this section. The effort in representing
all the relationships between documents, terms, authors, etc. in a document
collectionissuch that even for very small collectionsit results un-practicable.
Thus, has Preece pointed out in his thesis, an automatic way of construction
of this document collection network representation must be adopted.

The work of P. Shoval (Shoval, 1981), developed in parallel to Preece's
one, is an attempt to implement interactive query expansion using SA on a
Semantic Network. Again thisapproach is quite simple compared to the most
recent ones, however we must consider it asemina work whose directionsare
still followed by current research. The knowledgebase employed by Shoval is
a Semantic Network based upon athesaurus. Thelink typesare the those used
by a common thesaurus, expressing hierarchical relationships, synonymous
relationships, and genera relatedness. Moreover, two more typer of links
were added: generator links, which combines source/generic wordsto multi-
words concepts (e.g. “information” and “systems” are linked to “information
system”), and model links, which are used to extend the knowledge about
concept by linking aword with a component of its meaning (e.g. “business”
islinked to “organizational area’). The processing techniqueisaform of SA
with feedback, where the feedback comes from the user via an interactive
process. The SA techniqueis asfollows:

1.Thesystemacceptsuser termsand immediatel y expand them along the Seman-
tic Network links.

2.The new terms are matched against each others. If anintersectionisfounditis
first verified that the match also involves additional entry terms, and if it does
it is suggested to the user who is asked to judge whether or not the suggested
term isin theright direction.

3.If the user rejects that term the search in that direction stops, otherwise the
term is further expanded, only after marking it so that it cannot be retrieved
in the next wave. The strategy is a “best first” one, and only the “front ling”
terms are kept, since they are supposed to capture the meaning of their parent
terms.

4.The process continuesasin 2 as long intersections are found.

5.Finaly, the system collects the suggested terms and shows them to the user
who for each term hasthe choice of accepting it (and inthiscaseit can be used
to pursuethat expanding direction), rejecting it (in which case the system will
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APPLICATION OF SPREADING ACTIVATION TECHNIQUESIN IR 17

backtrack to find alternative terms to expand), or asking why it was suggested
(in which case the system prints out the path followed to reach it from the
starting terms).

This system presents very interesting characteristics, such as the almost
automatic construction of the network representation structure, as long athe-
saurusisavailable, and the fact that this knowledgeis not domain dependent,
sinceit could be based on a generic thesaurus. These aspects makes this sys-
tem very powerful even compared with more recent ones. The SA technique,
however, isquitesimplistic sinceit requiresaconstant feedback from the user.
Althoughthiscould be useful sometimes, in thiscasetoo much interventionis
required from the user who may not want “to have to” give so much feedback.
Shoval proposes also an aternative search strategy that does not require so
much feedback from the user, since it assumes that al intersections found
at phase 2 are accepted. This however is very similar to a form of pure SA
technique and it is likely to produce a large spreading of activation over the
entire network, with the effect that the user will have to look through along
list of suggested terms at phase 5.

5.2. A SUCCESSFUL SYSTEM: GRANT

P.R. Cohen and R. Kjeldsen's GRANT system (Kjeldsen and Cohen, 1987,
Cohen and Kjeldsen, 1987) isone of the first systemsto use constrained SA
in IR. In GRANT, knowledge about research proposal and potential funding
agencies is organised using a Semantic Network. Research topics and agen-
cies are connected using a wide variety of association links to form a dense
network. A query expresses one or more research topics, or one or more fund-
ing agencies. The search is carried out by constrained SA on the network,
making full usage of ailmost &l the types of constraints described in Section
4.2. In particular, it makes large usage of path constraintsin the form of “path
endorsement”.

From an heuristic point of view, GRANT can be considered asan inference
system that applies repeatedly asingle inference schema:

IF 2 AND R(z,y) — vy

where R(z,y) is a path connecting the two nodes = and y which could
be of one or more links. In the particular application for which GRANT
was designed, i.e. finding founding agencies for research proposals, thisis
equivaent to aninferencerule of theform: “if afounding agency isinterested
intopic x and thereisarelation between topic = and topic y than thefounding
agency islikely to beinterested in therelated topic y” . The path endorsement
process gives preference (positive endorsement) to some paths and it enables
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toavoid (with anegative endorsement) some misleading paths. The evaluation
mechanism of the paths enable to rank the retrieved nodes.

The use of constraints on the spreading of the activation over the network
and of rulesto “endorse” some particular paths enable the system to achieve
very interesting results. In fact, the authors demonstrated that the use of con-
strained SA for the application they were considering gives reasonabl e values
of recal and precision*. This values, for the application under consideration,
were found to be better than those provided by simple keyword search. This
technique has been demonstrated to be particularly good for “difficult cases”,
that isfor casesthat could have been difficult even for ahuman expert, though
sometimes it provided misleading resultsfor “simple cases’.

Developing asystemlike GRANT involves, first of all, asignificant amount
of knowledge engineering to construct the Semantic Network. This work
consistsof an in depth analysisof thedomainin which the systemwill operate
in order to determine the appropriate concepts and relationships to build in
the network, and the preferences to giveto paths of activation spreading over
it. One of the magjor limitations of GRANT, from a SA point of view, is the
difficulty of adjusting the parameters of the path endorsement. Without a
proper tuning of these parameters a considerable high fallout rate’ has to be
expected.

5.3. A TESTBED FOR IR EXPERIMENTATION: I°R

The declared purpose of WB. Croft, T.J. Lucia, J. Crigean and P. Willet in
designing I?R (among the many papers about this system, see (Croft et al.,
1988; Croft et al., 1989)) was mainly devoted to study the possibility of
retrieving documents by “plausibleinference’. The use of SA was therefore
only incidental. In I°R, it was chosen to implement plausible inference as a
form of constrained SA, taking GRANT as an example.

I’R is designed to act as a search intermediary. It accomplishes its task
using domain knowledgeto refine query descriptions, i nitiating the appropriate
search strategies, assisting the users in evaluating the output, and reformulat-
ing queries. Initsinitial version (Croft and R.H.Thompson, 1987) the domain
knowledge was represented using an AND/OR tree of concept frames, while
documents were represented by means of singleterm descriptors. The system
used the domain knowledge to infer concepts that are related to those men-
tioned in the query. The inference mechanism used a form of “propagation
of certainty” on the concept frames. In later versions of I°R the knowledge

! These are two well known effectiveness measures in IR. Recall is the proportion of all
documentsin the collections that are relevant to a query and that are actually retrieved, while
precision is the proportion of the retrieved set of documentsthat is relevant to the query.

2 The fallout rate is the ratio between number of non relevant documents retrieved and
the total number of non relevant documents in the collection. This is another well know
performance measure for IR systems.
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representation structure was refined to a sort of Semantic Network, of the
kind depicted in Figure 8. Looking at that figure, we must remember that it
is not necessary to distinguish among concepts, terms, and documentsin the
network structure. The important fact is that they are nodes and they behave
in exactly the same way as the nodes described in Section 4.1.

Severa processing techniques have been used on such a representation
structure, that could also be used for browsing. In particular in (Croft et al.,
1988; Croft et d., 1989) the following specific form of constrained SA was
used:

1.the starting pointsof the SA are thetop-ranked documentsfrom aprobabilistic
search;

2.initialy links connecting document nearest neighboursand document citations
are used for spreading activation; these links represent the strongest plausible
rel ationshi ps between documents;

3.in the remaining cycles of activation only nearest neighbours links are used;
citation relationshipsareinteresting only in rel ation to the starting documents;

4.weightson links are used in the evaluation of the node's activation level; they
are specified as“ credibility” val ues associated to inference rules representing
the existence rel ationships between the two nodes;

5.documents that have been used as part of an activation path are not used again
if they are reactivated.

The authors implemented aretrieval paradigm called “ multiple sources of
evidence” using these constraints on the basic SA model. This paradigm is
the central point of the research using I?R. It springsfrom the intuition that a
document is more likely to be relevant if its relevance is supported by many
different clues.

The experimental results showed the possibility of improving the perfor-
mance of a generic IR system based on the sole use of nearest neighbour
and citation information. However, the magnitude of the improvement varies
from one collection to another, therefore showing the difficulty of using SA
in operational IR systems.

Thispieceof research can be considered one of the best attemptsto combine
constrained SA model with the most sounded IR probabilistictechniques. We
believe that it is in this direction that the use of SA in IR will find its bets
results.

5.4. THE EVALUATION STAGE: THE CORNELL UNIVERSITY EXPERIENCE

G. Salton and C. Buckley from Cornell University described, in a very inter-
esting article (Salton and Buckley, 1988), an evaluative comparison of some
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instance
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neighbors

Figure 8. 1°R network representation structure.

SA models with the vector space model. In particular, the effectiveness of
one SA model is evaluated and compared to that of alinear associative model
based on vector processing in the vector space model. The SA modd usedin
thisevaluation is a refined version of the pure SA model, allowing only two
linksto be covered from theinitially activated nodeto the final one. The net-
work structure used by the model is aso quite simple as can be seen from the
exampl e depicted in Figure 9. On such a simple network structure the authors
used a pure SA model enhanced by means of a normalisation factor on the
activation function. Weights on links are determined using term freguency,
which measures the frequency of occurrence of aterm in a given document
or query. This SA model is compared to the vector space model that benefits
from years of experimentations, and where normalisation factors were care-
fully set in order to obtain the best performance. Moreover, the vector space
model makes al so use of the inverse document frequency, which measures the
relative importance of aterm in a collection as an inverse function of the its
posting frequency.

Theevaluation used several test document collectionsand were performed
using several slightly different weighting schemas. Asin most of the papers
coming from the Cornell group, the evaluation is very accurate and can be
taken as an example of very precise IR system eval uation.

However, despite the big effort in the comparative evaluation of their
proposed SA model with the vector processing model, it must be said that
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Figure 9. Network used by Salton’s evaluations.

the model they used is conceptually very similar to the vector space model
and can be considered a very simplified version of SA. It is not surprising
that the evaluation were more favourabl e to the vector processing model than
to the SA model. Evaluations were conducted on a ground more favourable
to vector processing model than to the SA one, and the conclusions reached
by the authors for the particular SA model they used should not be extended
to SA models using more complex control structure like those presented in
Sections 4.2 and 4.3.

5.5. SPREADING ACTIVATION AND CONNECTIONISM

H. Kimoto and T. Iwadera’s AIRS (A ssociated Information Retrieval System)
(Kimoto and Iwadera, 1990) isa IR prototype systemthat incorporatesthe SA
processing techniqueinadynamicthesaurus. Thebasic concept and distinctive
feature of AIRS is that it determines the user’s interest from user's sample
of relevant documents to produce “term information”. This term information
is used to construct a dynamic thesaurus that generates, at retrieval time,
associated keywords.

The dynamic thesaurusis represented as a network where nodes represent
terms and links represent semantic rel ationships between terms. The network
is obtained combining information from a static thesaurus with term infor-
mation. Term information is obtained by ranking terms according to their
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frequency and location in a set of relevant documents provided by the user.
In particular, terms co-occurrence is use to build new links between term
nodes in the dynamic thesaurus. The network structure is quite peculiar and
it differs from the classical connectionist network architecture. In fact, there
are not weights on links but on nodes. These weights are obtained from term
information.

Theretrieval of documentsrelevant to aquery is performed with aprocess
similar to a constrained SA. The set of terms used in the query is expanded
adding associated terms according to their weights and links. Constrains are
set in order to limit the distance of the spreading of the activation on the
network and only terms with weights over a predefined threshold are used as
associated search terms.

Several experiments performed by the authors, athough with avery small
collection of documents, showed that the performance of their model are
better than those obtained using a static thesaurus. However there are a few
drawbacks in their approach. Thefirst is a conceptual one: the authors claim
they use a connectionist approach. A connectionist approach, based on the
use of a Neural Network would be quite different. What distinguish Neural
Network from SA (Rumelhart et al., 1986) is mainly the presence of a non
linear activation function and, in particul ar, the presence of alearning proce-
dure that is used to modify the weights on links so that the spreading of the
activation over the network reflects some desired pattern. In AIRS thereisno
activation function for the nodes and there is no learning procedure. If this
is to be considered as a connectionist approach to IR, then it is certainly a
very poor one. Much research has been devoted to the application of Neural
Networks in IR, as reported for example in (Crestani, 1991). Kimoto and
Iwadera's approach is certainly much better as a SA one than a connectionist
one. Another point isthat themodel isnot much different from classical statis-
tical models, and therefore similar performance to other approaches (like for
example the Cornel one) has to be expected. Most approaches based on statis-
tics use co-occurrence information for query expansion. Finally, the complex
typology of relations among terms provided by a classical thesaurus is not
used at al. All kinds of relations among terms are represented using asingle
type of connection, resembling more an associative network than a thesaurus.

5.6. THE MARKER PassING MODEL AND SCISOR

S Fahlman’sNETL (Fahlman et a., 1981) can be considered the first attempt
at encoding Semantic Networks as a massively parallel network of simple
processing elements. The NETL system consist of acentral (serial) computer
connected to a large number of node and link elements, each of which is a
hardware element. The underlying processing model is the so called Marker
Passing Model. This model is based on the classical network structure, where
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a concept is represented as a node, and an association between concepts is
represented by alink. A hode communi cates with another node by propagating
a small number of simple messages caled “markers’ aong its link. NETL
uses marker passing to perform simple inferences based on set intersection
and transitiveclosure operations. Theintersection operation locates itemsthat
shares a set of properties whereas the transitive closure operation handles
inheritance as well as closure of relations like part-of. These operations are
performed in parallel and allowsthe system to conduct a very fast search.

A limitation of systems based on the Marker Passing Model and of NETL
in particular is that communication between network elements is a small
number of discrete markers that are essentially boolean conditions and a
network element can only detect the presence or absence of a marker in the
input. This al or none nature makes these systems incapable of supporting
“best match” or “partial match” operations. Thisis not the place to report the
limitations of NETL, that are discussed at length in (Fahlman et al., 1981),
but there has been a series of attemptsto use modified versions of the Marker
Passing Modd to IR. Inthefollowingwewill report about the most interesting
ones.

P. Jacobs and L. Rau (Jacobs and Rau, 1993) and in particular Rau
(Rau, 1987), attempts to use a form of “constrained” Marker Passing Mod-
e, very similar to Constrained SA, to understand and retrieve documents.
Rau's SCISOR is a question-answering system that partially parse, under-
stand, and answer questions about fact learned from short newspaper stories
in the domain of corporate takeovers. The architecture of the system is quite
complex, sinceit is composed of severa tools such as TRUMP, a parser and
semantic interpreter of the natural language input, KING, a natural language
generator for the natural language output, FLUSH, a knowledge acquisition
tool used to acquire knowledge from short newspaper stories, and so forth.
We will not enter into the detail s of such asystem (thereisanumber of papers
about this system, the most complete one being the above cited one), but we
will only analyse the knowledge representation structure and its processing
technique.

SCISOR manipulates conceptual structures represented in the KODIAK
knowledge representation language. KODIAC can be seen as a hybrid frame
and Semantic Network based language. Knowledge can be stored in SCISOR
in one of these three forms: specific (or episodic), abstract, or semantic. The
distinction between these forms of knowledge, whose definitions are quite
obvious from their names, is quite subtle and is amost a continuum. The
resulting structure is very similar to a Semantic Network, where these levels
of abstraction are merged together to form a single network structure. Upon
this network structure another level of organisation is superimposed: groups
of related specific or abstract concepts (i.e. nodes) are linked together through
a common node, called TAG. This TAG allows the system to detect whether
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two or more concepts appear in the same event or episode. TAGs are used in
the process of retrieval, which is achieved using a “priming” or constrained
spreading activation. As concepts of the representation structure are instan-
tiated in the system by a query, instances of these nodes that are related via
category membership links are marked (primed or activated) and their TAG
activation values are increased. When a certain subset of the conceptsin a
episodeis marked and the TAG activation level exceeds athreshold, theentire
episodeis put into the system’s short term memory buffer, where a constraint
limitsthe number of episodesthat can be stored at the sametime. Thisprocess
correspond to “spontaneous” retrieval. A match filter isthen used to refine the
retrieved episodes. Notethat retrieval occurs as aside effect of understanding,
since the instantiation of new concepts causes waves of activation to spread
through the network.

Leaving aside the fact that SCISOR is not really an IR system, but main-
ly a question-answering system, it has a few limitations we would like to
point out. An important limitation of SCISOR is that it is not clear what
the system can and cannot answer. In fact, SCISOR seems only capable of
answering guestions about information “explicitly” stored in the knowledge
base. Any information that could be reconstructed from information stored in
the knowledge baseis simply not available, although the content-addressable
nature of KODIAC allows some limited form of inference to access “deriv-
able’ information. However the line between what is explicitly stored in the
knowledge base and what can be figured out is not sharp and a user could
be potentialy left with the doubt of weather the system does not have the
information searched or simply it cannot be retrieved because it cannot be
derived. A second limitation of SCISOR isin its complex knowledge rep-
resentation structure which is quite difficult to build and to keep up to date.
Despite the use of a sophisticated NLP tool like TRUMP, there is alwaysthe
need of manual intervention for encoding information containedinthe stories.
The complexity of the representation structure makes it necessary to have the
encoding performed by an expert, whom will have to constantly check the
consistency of the entire knowledge base.

Moldovantoo, in (Kim and Moldovan, 1993; Chung and Moldovan, 1994),
attemptsto use the Marker Passing Model for fast classification and retrieval.
However this attempt is only partially concerned with IR, since it is was
developed mainly for the task of “message understanding and classification”.
Although reporting about this work is outside the purpose of this paper,
we considered important to cite his work since it has some similarity with
constrained SA.
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5.7. SPREADING ACTIVATION ON HYPERTEXTS

An area that is becoming increasingly important is the one related to the use
of hypertext systemsin IR. The use of hypertextsin IR is directed towards
enabling the user to search for document not only by querying a document
base, but aso by browsing it. However, in oder to provide such atool to fina
usersit is necessary to build up the hypertext from the document collection,
possibly using information already present in the documents. The size of
the collections normaly used in IR makes it impossible to build by hand the
hypertext representing the collection, therefore alarge research effort has been
devoted to finding techniquesfor the automatic construction of hypertext to be
used in IR. We will not enter into this subject in this paper, sinceit isoutside
our scope, however it isimportant to note that there are afew research works
devoted to the use of SA in automatically build hypertext for IR.

One very interesting such work is the one by J. Savoy that is reported
in (Savoy, 1992). Savoy assumes the existence of a hypertext of documents
and proposes a methodology for constructing automatically a Bayesian tree
of documents terms. Thistree, whose nodes are terms extracted automatical -
ly from the collection, represents the probabilistic dependency relationships
existing between terms, and can be browsed by the user using ainterface that
enableshim to have a“fish eyeview” of relationshipsconnecting termsinthe
tree. The user, traversing thistree, marks the terms he considers most usefull
to express his information need. The user can express his belief about the
importance of aterm using a sca e of possiblebeliefs, such as: very pertinent,
pertinent, no assessment, irrelevant, very irrelevant. Asthe user marks terms
other terms becomes increasingly relevant or irrelevant following the rules
of belief propagation on Bayesian Networks (Pearl, 1988). Once this process
of expanding the set of terms initially indicated by the user has ended, it
causes a hew process to start over the network of documents. This process
consistsof aform of constrained SA where the activity level of adocumentis
evaluated using afunction of statistically determined term weights (the usua
indexing weights) and parameters indicating the importance of terms relative
to the user’s interests (determined using the beliefsin the Bayesian tree). The
spreading of activation on the hypertext is controlled by a set of ruleslikethe
following:

—Documents nodes are classified into classes (e.g. research papers, surveys,
short articles, etc.) and a variable is attached to documents to identify the
class. Thisis considered when evaluating the activation level of a document,
so that the user can select the type of document he is most interested in and
spread the activation only on thistype of documents.

—In the first wave of SA links can be followed in any direction, while for
successive waves hierarchical links are only followed towards specialisation.
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—Thenumber of waves of activationislimitedto 5, though thisis only adefault
value that can be change by the user. Indeed the best results were achieved
using only 2 waves.

—During each wave the system does not alow reactivation of adocument if that
document and the document from which activation comes have a common
parent.

Savoy’s system, through the above described combination of abelief prop-
agation over the indexing space and SA over the document space, achieves
positive results, athough it is not possible to compare its performance with
traditional IR systems. A major drawback of thissystemisthat, thoughit pro-
vides an automatic construction of the Bayesian tree for theindexing space, it
still requiresamanual construction of the hypertext. Thiscan beavery heavy
burden if the collectionislarge.

At the Department of Electronics and Informatics of the University of
Padova (Padua) another attempt of using SA in IR isunder study by M. Agosti
et al.. The starting point is to model a set of raw IR data by means of a
conceptual schema. In IR the term conceptual schema refers to a conceptual
structure describing semantic relationships among IR data, i.e. anong the
different objects (documents, index terms, concepts, etc.) taking part in an
IR application (Agosti et al., 1990). A conceptual schema of a specific IR
application providestheuser withaframe of referenceinthequery formulation
process and can be very useful if the user is allowed to browse it. In the IR
field theideaof using conceptual modelsisnew. Most IR applicationshave an
“ad hoc” datamodel. In the proposed conceptual model the application of the
classification mechanism to the IR data implies working with three different
levels of abstraction: documents, index terms, and concepts, as depicted in
Figure 10. Links connect nodes to express a semantic relation between them.
There are links connecting objects of the same type (on the same level) and
links connecting objects of different type. For example a link connecting
two index terms indicates that the two terms occur quite often together. A
link connecting an index term with a document indicates that the document
has been indexed using that term or that that term occurs in the document.
A link between an index term and a concept indicates that the concept can
be expressed using that index term. Links on the document level represent
bibliographical citations or similarity between documents.

A methodol ogy for theautomatic construction of thisschemawas proposed
in (Agosti and Crestani, 1993). Starting from a raw set of documents and a
thesaurus like structure among concepts statistical and IR techniques are used
to determine nodes and links. The resulting network schema can be browsed
by means of a hypertext tool. The hypertext tool can be used for simple
browsing or for query formulation, enabling the user to build up a query by
moving through the IR data on different levels of abstraction and picking up
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Figure 10. A three levels conceptual network.

the entities that better represent his information need (Agosti et al., 1995).
After the user has built up aquery an automatic procedure making use of the
different semantics associated to links and node type spreads activation over
the network to concepts, index terms, or documentsthat are closely related to
those used by the user in the query formulation. A set of constraintstake into
account the node and the link type to control the spreading over the network.
Activedocumentsnodesare putin aretrieval list for the user to browse. He can
provide some feedback to the system by marking the document nodesin the
retrieval list that he considersrelevant. In thisway he assessif the spreading
has been successful or not. Thisprocessin similar to the Rel evance Feedback
technique used in advanced IR system. He can then start a new spreading of
activation and continue its search in aiterative and interactive process.
Thiswork iscurrently at aprototypical stage. Wewill report in more details
in afuture paper on the architecture and on the eval uation of our prototype.

6. Conclusions
We reported on various approaches to the use of Spreading Activation in
IR. The above presented exemplification of applications of SA to IR can be

considered quite exhaustive, and although a few other attemptsto use SA in
IR can be found in literature, they are quite similar to those described here.
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The field has proved itself to be very interesting and capable of providing
good results. We expect to see much more research devoted to the subject
when the problem of building network schemas of IR applications will find
easier solutions by means of automatic techniques. A few research goups are
currently working in that direction.
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